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In the supplementary material, we first introduce the de-
tails about the training procedure and the network structures
of the PaRot architectures in Section 1. We then discuss the
effect of three loss functions proposed in the disentangle-
ment modules in Section 2. Section 3 illustrates the restored
pose feature of the inter-scale learning. Finally, we provide
additional ablation study results of hyperparameter setting in
Section 4 and experimental results related to segmentation in
Section 5.

1 Implementation Details
1.1 Experimental Setting

The model is evaluated with PyTorch in Nvidia RTX3090.
Settings about generating patches are introduced in the main
paper.

Our total loss function L;,:4; is defined as:

ﬁtotal = ﬁcls + aZ['equil + »Corthl + ﬁﬁﬁinvl
agﬁequi,g + Eorth,g + ﬂg‘cinv,ga

where L. is the cross-entropy classification loss, and the
subscripts ¢ and g denote the loss function belonging to
local-scale and global-scale disentanglement modules re-
spectively. Moreover, oy, o, B¢, and 3, are the weighting
parameters adjusting the contribution of different loss func-
tions from local and global scales. We set vy, oy, B¢, and 3,
to 0.2, 0.1, 0, and O, respectively. The reason why we set the
invariant loss function L;,,,, to 0 is discussed in Section 2.

For classification, the input point clouds are randomly
scaled in the range of [0.67, 1.5] for augmentation during
training, and the training epoch is 250 with batch size of 32.
Adam optimizer is utilised and the learning rate is initialised
to le-3, scheduled to le-5 with cosine annealing scheduler.
The momentum and weight decay are set to 0.9 and 1e-6 re-
spectively. For segmentation, the experimental settings are
the same as those of classification, except that N, is change
to 64 and k;,,+,, to 16. We concatenate the one-hot class la-
bel vector to the last feature layer following the implemen-
tation of PointNet++ (Qi et al. 2017b).

ey

1.2 Model Architecture

The overall architecture of the PaRot model is illustrated
in Fig. 1. The details about disentanglement module and
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Figure 2: Detailed architecture of the proposed disentangle-
ment module. Two disentanglement modules with similar
architecture are assigned to process local-scale patches and
global-scale patches independently.
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Figure 3: Detailed architecture of the PaRot segmentation
module.



segmentation module are presented in Fig. 2 and Fig. 3 re-
spectively. The architectures of intra-scale learning module,
inter-scale learning module and feature propagation mod-
ule are relative simple and have been explained in the main
work, therefore we only provide the information with writ-
ten expressions. It is worth mentioning that all geometric
relation encoding functions, i.e., 4(+), consist of a fully con-
nected layer with output channel number of 32, a batch nor-
malisation layer, and an ReL.U.

In the intra-scale learning module, we implement Edge-
Conv (Wang et al. 2019) by performing k-nn search within
Euclidean space, where we take as input the rotation-
invariant features from two patches as well as the encoded
pose feature. The channel numbers of the MLP inside intra-
scale learning module are 288, 128, 128, and 128. The inter-
scale learning module is responsible for both feature aggre-
gation and channel raising, thus the channel of MLP is set to
288, 256, 512, 1024 with LeakyReL.U (0.2) as the activation
function. The classifiers for classification and segmentation
are borrowed from PointNet++ (Qi et al. 2017b).

2 Loss Function

The proposed disentanglement module contains three loss
functions, constraining the learned features being either
rotation-invariant or rotation-equivariant. In this section, we
implement an ablation study to investigate the effectiveness
of three loss functions i.e., Eqs. (1-3) of the main work on
our model performance.

As shown in Table 1, when no restrictions are applied, the
classification accuracy (F) is 90.4%, which is lower than our
best model B with the accuracy of 91.0%. Fig. 4 (c) and (f)
show that the combination of L.q,; and Lo+x speeds up the
learning of rotation-equivariant vectors and sufficiently en-
forces two vectors to be perpendicular to each other, which
improves the accuracy by 0.6%. Comparing models C-E
with B, it is clear that the single application of the loss func-
tion cannot achieve the best result. Moreover, we find that
when applying all the loss functions (model A), the model
performance drops compared to model B. As shown in Fig. 4
(a), (b), (d) and (e), the L;,, of model A decreases faster
than model B and has a better performance in first 30 epochs.
However, when the number of epoch is sufficiently large,
Liny will hinder the learning of shape content feature and
result in a drop of accuracy.

To further analyse the effect of implementing the combi-

Model | Liny  Lequi  Lortn | Acc.
A v v v 90.6
B v v 91.0
C v 90.6
D v 90.3
E v 88.6
F 90.4

Table 1: Ablation study on loss functions in our disentan-
glement module. Results on ModelNet40 under z/SO3 are
reported.

searching  radius ke zlz z/SO3  FLOPs
ball query 0.2 64 | 90.3 90.4 1431M
ball query 0.3 64 | 90.3 90.5 1431M

knn - 32 1907  90.6 1220M
knn - 64 | 909 91.0 1431M
knn - 128 | 90.8  90.6 1852M

Table 2: Ablation study on generation of local-scale patches.
Results on ModelNet40 under z/z, z/SO3.

nation of Lcgy; and L,,+5, We visualise the equivariant loss
curve and the orthogonal loss curve of B and F in Fig. 4
(c) and (f). When L.4y; and L4y, are not used, the equiv-
ariant loss will still decrease slowly but the L,,.;, will keep
increasing, which means the learned two direction vectors
are parallel to each other and it will cause some ambiguity
problems when restoring the pose information. In addition,
it shows that learning orientation matrices for local-scale
patches are more difficult than for global-scale patches.

3 Restored Pose Feature Visualisation

To examine the rotation invariance and effectiveness of our
restored pose information, we visualise the restored pose
features of inter-scale learning module in ShapeNet part seg-
mentation task. We follow the same procedure of visualising
disentangled feature in the main paper, selecting three chan-
nels as the RGB values and choose three objects from aero-
plane, guitar, and pistol class rotating around z-axis for vi-
sualisation. We set N, to 2048 to provide dense results with
saved models.

As it has been discussed in the main paper, the pose
restoration module for inter-scale learning aims to explore
the relationship between the patch-wise features and the
global context. The learned features need to be rotation-
invariant and contain both relative positional information
and patch-wise orientation information. As illustrated in
Fig. 5, restored features are consistent under different ori-
entations. Besides, areas close to centers of objects are gen-
erally painted with green, while farther areas are painted
in pink. In addition, effected by the orientation of specific
patches, some marginal areas are presented in blue and some
complicated patches (i.e. the wing-fuselage connection joint
and the wheel of pistol) are shown in red.

4 Ablation Study
4.1 Generation of Local-scale Patches

There are two neighbor search methods investigated for gen-
erating local-scale patches: k-NN search and ball query. In
Table 2, we examine both methods and report their corre-
sponding results with different numbers of neighbors ex-
tracted, where we find that models utilising k-nn outperform
models employing ball query method. This might because
the ball query method strictly constrains the size of gener-
ated patches, and k-nn method is more flexible and would
generate better patches from sparse and dense parts of point
clouds. When setting N, to 64, the k-nn based model can
achieve the best performance, and the computational cost is
also moderate.
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Figure 4: Accuracy and loss curves for model A, B, and F in Table 1.

Figure 5: Visualisation of restored pose features in inter-scale learning. From left to right, each sample is rotated 60° around

Z-axis.



Method C.mloU | aero bag cap car chair earph. guitar knife lamp laptop motor mug pistol rocket skate table
PointNet (Qi et al. 2017a) 744 [81.6 68.7 740 703 87.6 685 889 80.0 749 836 565 776 752 539 694 799
PointNet++ (Qi et al. 2017b) 767 |79.5 71.6 87.7 70.7 888 649 888 781 792 949 543 920 764 503 684 81.0
DGCNN (Wang et al. 2019) 733 |777 718 777 552 873 687 887 855 818 813 362 860 773 51.6 653 802
RI-Conv(Zhang et al. 2019) 753 [80.6 802 70.7 68.8 868 704 872 843 780 80.1 573 912 713 521 66.6 785
GCANet (Zhang et al. 2020) 773 |81.2 82.6 81.6 702 88.6 706 862 86.6 81.6 796 589 908 768 532 672 81.6
TFN (Poulenard and Guibas 2021) | 784 |80.3 77.3 82.6 74.7 888 763 90.7 817 774 824 60.7 932 794 543 747 79.6
Li et al. (2021) 741 | 819 582 77.0 71.8 89.6 642 89.1 859 80.7 847 468 89.1 732 456 665 81.0
VN-DGCNN* (Deng et al. 2021) 754 |81.0 76.1 760 714 881 594 913 850 804 855 447 923 745 524 687 789
PaRot 795 [829 82.1 832 757 894 761 915 86.1 814 803 593 943 797 57.0 733 792

Table 3: Segmentation per class results and averaged class mloU on ShapeNet Part dataset under SO3/SO3. * indicates our

reproduced results based on official implementations.
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Figure 6: Comparisons between ground truth (GT) annotations and the outputs generated by PaRot for z/SO3 ShapeNet Part

segmentation task.

N¢ Kintra Ny | z/lz z/SO3  FLOPs
64 32 32 1 90.1 90.0 358M
128 32 32 1 90.8 905 716M
256 32 32 1909 91.0 1431M
512 32 32 [ 90.6 905 2861M
256 8 32 {903 903 995M
256 16 32 {905 905 1140M
256 64 32 [ 90.6 905 2012M
256 32 8 190.7 90.7 1273M
256 32 16 | 90.7 91.0 1325M
256 32 64 | 90.6 905 1641M

Table 4: Ablation studies on Ny, Ny, and K;p¢rq. Experi-
ments are conducted on ModelNet40 under z/z, z/SO3.

4.2 Hyperparameter Selection

We have investigated k; in Section 4.1 and there are three
other hyperparameters, i.e., the number of patches to gener-
ate IV, the number of points in global-scale patches IV, and
the numbers of neighbours to query in intra-learning £y, ¢rq -
To analyse the impact of those three hyperparameters, we
conduct more experiments on ModelNet40 and results are
shown in Table 4.

For the number of patches to generate, if we set IV; to
be a small value, the generated patches will not be able to
cover all the parts of point cloud and results in the reduc-
tion of accuracy. However, setting NV; to a very large value
will not only significantly increase the computational cost,
but also reduce the receptive field of intra-scale learning and
harm the performance. The value of k;, ., also has a high
influence to the computational cost, and we found that when
N; = 256, setting k;jy¢rq to 32 will achieve the best perfor-
mance. Ablation studies on the N, (number of points sam-
pled for global scale patches) show that the proposed meth-
ods can restore efficient inter-scale pose information when
only using 8 points for global patches and it can substan-
tially reduce the computational cost. Besides, Table 4 also



shows that we can further reduce the computational cost of
PaRot by modifying hyperparameters while maintaining a
high accuracy.

5 Additional Segmentation Results

We report the results of ShapeNet Part segmentation
S03/S03 in terms of the per-category mloU in Table 3. It is
shown that typical rotation-sensitive models perform much
better in SO3/SO3 than in z/SO3. By augmenting the train-
ing samples with rotations, typical models can outperform
some rotation-robust methods in segmentation tasks, espe-
cially in class cap, lamp, and laptop. However, the proposed
PaRot method still outperforms these methods in terms of
averaged class mloU and achieves balance performance
among all 16 classes. We also visualise one sample from
each object class with our trained z/SO3 model in Fig. 6. Al-
though we can detect some segmentation errors when com-
paring the ground truths and predicted samples, PaRot pro-
vides accurate predictions in most classes.

References
Deng, C.; Litany, O.; Duan, Y.; Poulenard, A.; Tagliasac-
chi, A.; and Guibas, L. J. 2021. Vector Neurons: A General
Framework for SO(3)-Equivariant Networks. In ICCV.
Li, F.; Fujiwara, K.; Okura, F.; and Matsushita, Y. 2021. A
Closer Look at Rotation-invariant Deep Point Cloud Analy-
sis. In ICCV.
Poulenard, A.; and Guibas, L. J. 2021. A Functional Ap-
proach to Rotation Equivariant Non-Linearities for Tensor
Field Networks. In CVPR.
Qi, C. R.; Su, H.; Mo, K.; and Guibas, L. J. 2017a. Point-
Net: Deep Learning on Point Sets for 3D Classification and
Segmentation. In CVPR.
Qi, C. R.; Yi, L.; Su, H.; and Guibas, L. J. 2017b. Point-
Net++: Deep Hierarchical Feature Learning on Point Sets in
a Metric Space. In NeurIPS.
Wang, Y.; Sun, Y.; Liu, Z.; Sarma, S. E.; Bronstein, M. M_;
and Solomon, J. M. 2019. Dynamic Graph CNN for Learn-
ing on Point Clouds. In ACM ToG.
Zhang, Z.; Hua, B.; Chen, W.; Tian, Y.; and Yeung, S. 2020.
Global Context Aware Convolutions for 3D Point Cloud Un-
derstanding. In 3DV.
Zhang, Z.; Hua, B.; Rosen, D. W.; and Yeung, S. 2019.
Rotation Invariant Convolutions for 3D Point Clouds Deep
Learning. In 3DV.



